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Abstract

Subjective impressions such as “cat-like” or
“dog-like” are commonly used to describe hu-
man faces, yet their computational basis is un-
clear. This study investigates whether a classical
machine learning pipeline can identify these per-
ceived traits after being trained exclusively on an-
imal faces. Our approach utilizes principal com-
ponent analysis (PCA) for feature extraction and
a support vector machine (SVM) for classification
on a curated three-class dataset of animal images.
We first demonstrate that this model achieves
high accuracy on its source domain, confirming it
is well-trained. However, when tasked with clas-
sifying human faces intentionally generated to ap-
pear “animal-like,” its performance declines sig-
nificantly, revealing a severe domain gap and a
strong classification bias. A comparative experi-
ment with a modern deep learning model shows
substantially improved performance, suggesting
the limitations are characteristic of the classical
feature extraction method. These findings clarify
the challenges of using a global, variance-based
feature space for this abstract, cross-domain task
and indicate that learned, hierarchical features
are more suitable.

1 Introduction

Human beings often rely on subjective, analogical de-
scriptions to characterize facial features, such as “cat-
like” or “dog-like.” This study investigates whether a
computational model can learn to classify these sub-
jective traits. Our primary focus is on the challenge
of domain shift: we train a model exclusively on an-
imal faces and evaluate its ability to classify human
faces that have been intentionally generated to appear
“animal-like.” Our approach utilizes a classic machine
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learning pipeline, combining principal component anal-
ysis (PCA) for feature extraction and a support vec-
tor machine (SVM) for classification, allowing us to
probe the capabilities and limitations of these estab-
lished methods on a novel, cross-domain task.
The classifier performed effectively on its source do-

main of animal images, confirming the model was well-
trained. However, when applied to AI-generated hu-
man faces, the model’s performance dropped signifi-
cantly, highlighting the inherent difficulty of transfer-
ring learned features across disparate domains. To in-
vestigate whether this limitation is specific to our clas-
sical pipeline, we conducted a comparative experiment
with a modern deep learning model. The superior per-
formance of the deep learning model suggests that the
challenge lies primarily in the PCA-based feature ex-
traction method. While the challenges are significant,
a system capable of bridging this domain gap could
enable novel tools for entertainment and digital avatar
generation, which served as a key motivation for this
exploratory study.
This paper is organized as follows. Section 2 details

our methodology, Section 3 presents the experimental
setup and results, and Section 4 concludes with a dis-
cussion of our findings and future work.

2 Proposed Method

This section details the workflow of our classification
pipeline, which is illustrated in Figure 1. Our approach
consists of two main stages: feature extraction using
PCA and classification using an SVM.

2.1 Data Collection and Preprocessing

The model was trained and evaluated using a cus-
tom, balanced subset created from the “Animal Faces”
dataset, an open-source collection sourced from Kag-
gle [3]. For this study, we curated a dataset consisting
of three classes, which we will refer to as cat, dog,
and tiger. The tiger images were specifically extracted
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Figure 1: The training pipeline for the animal face
classifier.

from the original “wildlife” category to create a more
focused class. Each class comprises 450 images, result-
ing in a total dataset of 1,350 images.

All images underwent the same standardized prepro-
cessing pipeline: conversion to grayscale, resizing to a
uniform resolution of 128 × 128 pixels, flattening into
a 16,384-dimensional feature vector, and normalization
of pixel values to a range between 0 and 1. The com-
plete dataset was then partitioned into a training set
(70%), a validation set (15%), and a test set (15%) for
model development, hyperparameter tuning, and final
evaluation.

2.2 Feature Extraction: PCA

Following preprocessing, we employed PCA [1] to re-
duce the high-dimensional pixel data into a lower-
dimensional feature space. PCA identifies a set of or-
thogonal axes, known as principal components, that
capture the maximum variance in the training data.
By projecting the data onto a subspace spanned by the
top components, we can drastically reduce dimension-
ality while retaining the most significant feature infor-
mation. In this study, we utilized the ‘PCA’ implemen-
tation from the scikit-learn library [4]. We reduced the
dimensionality from 16,384 to 110 components, which
collectively captured over 80% of the original variance
in the dataset.

2.3 Classification: SVM

For the classification task, we used a Support Vec-
tor Machine (SVM) [1], a supervised learning algo-
rithm that finds an optimal hyperplane to separate
data points into different classes. Given its effective-
ness in high-dimensional spaces, SVM is an appropriate
choice for classifying the features extracted by PCA.
We employed the ‘SVC’ (Support Vector Classifica-
tion) module from scikit-learn. To handle non-linear
relationships within the feature space, a radial basis
function (RBF) kernel was selected. The key hyperpa-
rameters of the model, namely the regularization pa-
rameter C and the kernel coefficient γ, were tuned us-
ing a grid search, with the best combination selected
based on performance on the validation set.

(a) Eigenface1 (b) Eigenface2

Figure 2: The top two principal components (Eigen-
faces) extracted from the training dataset.

3 Experiments and Evaluation

To evaluate the capabilities and limitations of our
trained classifier, we conducted two primary exper-
iments. The first experiment assesses the model’s
ability to classify human faces with perceived animal-
like traits, testing the hypothesis that features learned
from an animal domain can be transferred to a hu-
man domain. The second experiment provides a perfor-
mance baseline by comparing our classical PCA+SVM
pipeline against a deep learning model. This section
first details the setup and baseline validation of our
PCA+SVMmodel, which forms the basis for these sub-
sequent experiments.

3.1 Experimental Setup

All experiments were conducted in a Python en-
vironment, primarily utilizing the scikit-learn and
OpenCV [2] libraries. Our model’s configuration was
based on the methods described in Section 2. The PCA
model was set to reduce the feature space from 16,384
to 110 components, a number chosen to ensure that
over 80% of the total statistical variance in the train-
ing data was retained. Figure 2 visualizes the top two
principal components extracted from the dataset.

The subsequent SVM classifier employed a RBF ker-
nel. Its key hyperparameters, namely the regulariza-
tion parameter C and the kernel coefficient γ, were
tuned using a grid search with cross-validation to max-
imize classification performance, resulting in optimal
values of C = 10 and γ = scale1. To evaluate model
performance, we use the following metrics. Accuracy
is the ratio of correctly predicted instances to the total
number of instances, serving as a general performance
measure. Recall measures the proportion of actual pos-
itive instances for a given class that were correctly iden-
tified by the model. The F1-score is the harmonic mean
of precision (the proportion of positive predictions that
were correct) and recall, providing a single metric that

1In scikit-learn, the scale option for the γ parameter auto-
matically sets its value to 1/(n features × X.var()), providing
a data-dependent heuristic that adapts to the variance of the
features.
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Table 1: Classification performance on the animal test
set (baseline).

Class Precision Recall F1-Score
Cat 0.84 0.91 0.87
Dog 0.90 0.81 0.85
Tiger 0.90 0.91 0.91
Overall accuracy 0.88
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Figure 3: The inference pipeline for classifying animal-
like human faces.

balances both. It is calculated as follows:

F1 = 2× Precision× Recall

Precision + Recall
.

Before applying the model to the cross-domain task,
we established its baseline performance on the held-
out test set of animal images. As shown in Table 1,
the classifier achieved a high overall accuracy of 0.88.
The class-wise metrics, including precision, recall, and
F1-scores, were also consistently high, confirming that
the PCA+SVM model is robust and well-generalized
for the task of classifying animal faces.

3.2 Experiment 1: Identification of
Animal-like Human Faces

The primary objective of this experiment was to eval-
uate whether the PCA+SVM model, trained exclu-
sively on animal faces, could successfully classify hu-
man faces exhibiting perceived animal-like traits. This
experiment directly tests the hypothesis that the fea-
ture space learned from the animal domain is transfer-
able and meaningful for identifying analogous subjec-
tive features in the human domain.
The method for this experiment is visualized in Fig-

ure 3. To create a test set for this cross-domain task,
we generated 30 images of animal-like human faces us-
ing AI image generation services (e.g., Pollinations.ai,
ChatGPT). The dataset was balanced with 10 images
for each of the three target classes: cat-like, dog-
like, and tiger-like. Ground truth labels were as-
signed based on the text prompts used during gener-
ation. These images were then processed through the
same pipeline as the animal data and classified by the
pre-trained SVM model detailed in Section 3.1.
The detailed classification performance on the 30

animal-like human faces is presented in Table 2. The
overall accuracy for this cross-domain task was 0.33 (10
out of 30 images correct). The results indicate that

Table 2: Classification performance on the “animal-
like” human faces test set.

Class Precision Recall F1-score
Cat-like 0.12 0.10 0.11
Dog-like 0.35 0.70 0.47
Tiger-like 1.00 0.20 0.33
Overall accuracy 0.33

performance was highly imbalanced across the classes.
The dog-like class achieved the highest recall (0.70),
correctly identifying 7 out of 10 images. In contrast,
the model struggled significantly with the other classes,
achieving a recall of only 0.20 for tiger-like and 0.10 for
cat-like faces. An interesting result is the perfect preci-
sion (1.00) for the tiger-like class, which suggests that
while the model rarely predicted a face as tiger-like, its
predictions for this class were always correct.
The low overall accuracy of 0.33 confirms the signifi-

cant domain gap between the animal training data and
the human test images. The features learned via PCA
from real animal photographs do not effectively gener-
alize to the subtle cues that constitute an animal-like
appearance in humans. The detailed metrics reveal a
complex failure mode. The model is most successful
at identifying dog-like faces (recall of 0.70), suggest-
ing some overlap between the learned features of real
dogs and the characteristics of these human images.
Conversely, the extremely low recall for cat-like faces
(0.10) indicates a severe feature mismatch. The most
notable finding is the perfect precision (1.00) but very
low recall (0.20) for the tiger-like class. This implies
that the model has learned a very strict and specific
definition for the tiger class from the training data,
making it highly conservative in its predictions. This
raises the critical question of whether this poor perfor-
mance is a result of a fundamental, unbridgeable gap
between the animal and human domains, or a limita-
tion of the classical PCA+SVM pipeline itself. The
following experiment aims to investigate this question
by comparing our model with a modern deep learning
architecture.

3.3 Experiment 2: Comparison with
Deep Learning Models

The objective of this experiment was to provide a per-
formance baseline for our classical PCA+SVM pipeline
by comparing it against a modern deep learning ar-
chitecture. This comparison aims to determine if the
challenges observed in Experiment 1 are specific to our
chosen methodology or represent a more fundamental
difficulty in this cross-domain classification task.
For this comparison, we employed a pre-trained

YOLOv8 (you only look once) model, a state-of-the-
art deep convolutional neural network [5]. The YOLO
model was trained on the same animal dataset as the
PCA+SVM model. It was then used to classify the
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same set of 30 animal-like human face images used in
Experiment 1.
The results of the comparison are presented in Ta-

ble 3. The YOLO-based model achieved an overall
accuracy of 0.63, substantially outperforming the 0.33
accuracy of the PCA+SVM model. The performance
improvement was consistent across all classes, with the
most significant gains observed in the cat-like (recall
of 0.40 vs. 0.10) and tiger-like (recall of 0.70 vs. 0.20)
categories.

Table 3: Performance Comparison of PCA+SVM vs.
YOLOv8 on “animal-like” human faces.

Metric PCA+SVM YOLOv8
Recall

Cat-like 0.10 0.40
Dog-like 0.70 0.80
Tiger-like 0.20 0.70

Overall accuracy 0.33 0.63

The substantially higher accuracy of the YOLO
model suggests that the challenges observed in Ex-
periment 1 are not fundamental to the cross-domain
task itself, but are instead significant limitations of
the PCA-based feature extraction method. The con-
volutional layers in the YOLO model likely learn more
complex, hierarchical, and localized features (e.g., tex-
tures, shapes of specific parts like ears or eyes) that
are more robust and transferable across domains than
the global, variance-based features captured by PCA.
While the YOLO model also did not achieve perfect
accuracy, its superior ability to identify cat-like and
tiger-like faces indicates that its learned feature space
is more aligned with the subtle cues that constitute
these human-perceived traits. This highlights the ad-
vantage of end-to-end feature learning in deep models
for complex and abstract classification tasks.

4 Conclusion

In this study, we investigated the feasibility of using
a classical PCA+SVM pipeline, trained exclusively on
animal photographs, to classify subjective animal-like
traits in human faces. While the model achieved high
accuracy on the source domain of animal classification
(0.88 on the test set), its performance dropped signif-
icantly to 0.33 on the cross-domain task of identifying
these traits in human images. The key insight from
our experiments is the confirmation of a severe domain
gap. The global, variance-based features extracted by
PCA from animal photographs do not effectively gen-
eralize to the subtle cues that constitute human per-
ception of these traits. The superior performance of a
YOLO-based model in a comparative experiment fur-
ther suggests that this limitation is characteristic of the
classical feature extraction method, and that learned,
hierarchical features are better suited for such abstract

problems. Future work could focus on bridging this do-
main gap using techniques such as data augmentation
and domain adaptation (e.g., fine-tuning). A broader
comparison with other machine learning architectures
could also provide deeper insights into the most effec-
tive approaches for this unconventional classification
challenge.
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